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Abstract

This paper deals with the modeling of the long term evolution of regional energy systems
in a smart city and smart grid environment. It is shown that demand response and distributed
grid energy storage, driven by dynamic pricing schemes, based on locational marginal costs, can
be represented in the linear programming framework of the models of the MARKAL/TIMES
family. An implementation in the ETEM-SG modeling tool, which is an energy model tailored
to the representation of regional energy systems is then described. An illustration is provided,
based on energy scenarios concerning the Arc Lémanique region in Switzerland. Finally the
SESCOM modeling framework, which is under development in a project on smart energy systems
for smart cities in Qatar is introduced. This modeling approach expands ETEM-SG to the
representation of useful energy demands influenced by changes in life styles, smart transmission
and interconnection between regions and market price revelation at distribution levels .

1 Introduction

The aim of this paper is twofold: first, we propose and test ETEM-SG, which is a long-term energy
planning model (LTEP) designed to explore the impact on regional energy system evolution of
the flexibility introduced by demand response and grid storage technologies; second, we show how
ETEM-SG will be integrated in a more encompassing approach, called SESCOM, for modeling
smart energy systems in smart cities, like the ones currently in development in the Gulf region.
Demand response is defined as “Changes in electric usage by end-use customers from their
normal consumption patterns in response to changes in the price of electricity over time”. This
corresponds to a coordinated exploitation of demand flexibility. Typically, demand flexibility exists
when the energy service is associated with the integral over time of power (i.e. the total energy
delivered) rather than with power itself. Warm water heating is a good example of flexible demand:
in order for the useful demand to be met (i.e. temperature of warm water in a given comfort zone),
the precise injection of power in the appliance needs not be specified. The only criterion is that
the dynamics of power injection into the system is such that the temperature of warm water is
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within predefined bounds. Developments in smart grid technologies combined with the emergence
of smart appliances have unveiled the possibility of using demand flexibility to relieve pressures in
the energy system by adjusting the dynamics of power consumption to the energy system status.

Grid energy storage refers to the methods used to store electricity on a large scale within an
electrical power grid. The development of electrical mobility, in particular Plug-in Hybrid Electrical
Vehicles (PHEVS) connected through smart grids, offers new ways to store electricity in the grid.
Similarly, decentralized cogeneration units and HVAC technologies can exploit heat or cold storage.
Grid energy storage is a natural complement of the large scale integration of renewables in the
power systems, like wind and solar technologies that are characterized by intermittency in their
production.

Demand response and grid energy storage can be harnessed by sending consumers incentives
to adapt their consumption pattern, the charging of electrical vehicles or the timing of power
injection through cogeneration units. In a smart grid environment, the incentives take the form of
a variation of the price of electricity. In order to be the most efficient at helping the integration of
renewables, tariffs should vary on the same time scales as the production by renewables, i.e. they
should be real-time tariffs. Both grid operators and utilities would be benefiting from demand-
response mechanisms as they would be able to better manage their network, to balance intermittent
renewable generation and to decrease investments in peaking plants by improving their assets’ load
factor.

The development of smart cities, like typically Masdar City in Abu Dhabi or Lusai in Qatar,
will amplify the progress of smart energy systems, which will exploit smart networks in transporta-
tion and resource delivery to achieve resilience and higher efficiency. Smart energy systems foster
a massive penetration of renewables as they offer new efficient ways to manage uncertainty and
intermittency, congestion, transmission & distribution Interface. They also allow the “commoditi-
zation” of demand response, the introduction of new market bidding rules for storage-like flexible
loads or reactive power (decentralized decisions for real/reactive energy and reserves provision).
All these new features should be taken into consideration when planning for the development of
energy systems at a regional or city level.

The remainder of this paper describes the modeling tool ETEM-SG that has been designed for
the quantitative analysis of scenarios for the development of smart energy systems at the regional
level. In Section [2] we present the simple economics of demand response induced by adaptive pricing
and we justify the use of a linear program to represent it. In Section [3| we present the structure
of ETEM-SG, an LTEP model including demand response and grid storage. To demonstrate the
capabilities brought to ETEM-SG, a recent application to the Arc Lémanique region in Switzerland,
is briefly presented in section {4} In Section [5| we refer to the ongoing research supported by Qatar
National Research Fund, where ETEM-SG is integrated in a larger modeling approach, taking
into consideration activities and constraints both at transmission and distribution levels. Finally
Section [6] concludes.

2 The simple economics of demand flexibility

In this section we present the simple economics of demand response induced by adaptive pricing of
electricity. We start with a noncooperative game model, extend it to the case of many infinitesimal
agents and show that at the limit, a linear program will represent the equilibrium solution. This
is an important result as it allows us to extend the linear programming framework of the usual



LTEPs, like ETEM [5] or TIMES [I] to include demand response and optimal charging/storage for
PHEVs.

2.1 A noncooperative game model

In [2] the relationship between a retailer practising real-time pricing and a finite set of customers
optimising the timing of their electricity consumption is modelled as a non-cooperative game which
admits, under some general conditions a unique and stable Nash equilibrium. The model is sum-
marised below, in a slightly more general formulation than the one used in [2].

Retailer The distributor has access to its own production equipment and also to the wholesale
market. Depending of the total demand D(¢) in a time slot ¢ of the day, the marginal cost of
production is given by ~(D(t)), which is the price that will be charged.

Consumers Each consumer ¢ has a minimum daily requirement of electricity ﬁ;- for each type of
service j. Let :c; (t) the demand by consumer i to satisfy service j at time slot ¢t. The following
constraints must thus be satisfied:

> i) > B, (1)
together with:
#i(t) > o fmin](t) (2)
25(t) < aj[max](?) (3)

where 3:; [min](¢) and :cé [max]|(t) are given bounds. The dual variables corresponding to the con-

straints to respectively are 7];'., ,ué(t) and V;(t), which are greater or equal to zero. Let us

define the following sets: x = (x(t))ier, where x(t) = (x*(t))ics, with x(t) = (.’E;(t))jej.

Payoff to consumer The total demand in time slot ¢ is given by:
D(t) =) "> ai(t). (4)
i

This determines the marginal cost y(D(t)), and hence the tariff payed at time slot ¢ by each
customer. The aim of the i-th customer is thus to minimise

V(x) =Y (D)) Zfﬂ?(t) ) ()

under the constraints to . Note that the interdependence among customers comes from the
price determination equation, see . The Lagrangian for the i-th consumer can thus be written



as:
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The first order conditions for a Nash equilibrium are given by:
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—nj — pi(t) + v (t), (7)
which can be written as:
(7(D(t)) +7(D(t)) (Z Ii(t)>> — 1y — j(t) + V() = 0, (8)
k

with the following complementarity conditions:

20 and i Yt - B) =0, (9)
i(t) > 0 and i (t) (x;(t) e [min](t)) —0, (10)
Vi(t) > 0 and V(L) (:c;'.(t) — 2 [max] (t)) = 0. (11)

Applying classical theorems (see e.g. [3]), we can find easily conditions which assure that an
equilibrium exists and that it is unique if the y(D(¢)) function is strictly convex and increasing.

2.2 A competitive equilibrium model

The model of the previous subsection may be adapted to situation in which there are a consequent
number of players. To do so, let us assume that each customer 1 is replicated n times with demand
parameters B; /n and bounds x; [min|(¢)/n and xé [max]|(t)/n. This describes a game where the
number of players increases while the influence of each player diminishes. The first order conditions
for a Nash equilibrium is now given by:

(200 47/ ZED ) <t o) - i) =0, (12)

When n — oo the conditions of a competitive equilibrium are met. Note that for each type of
player ¢ and type of service j, the following constraint must hold:

Z ) 3>0 (13)



which is the same as . The same reasoning applies for the other constraints and, as a consequence,
the KKT multipliers are the same as before.

In the large n limit, the term ~'(D(¢ ))Zk 7 tends to 0, the condition thus becomes:

AD(t)) =), — pi(t) + vi(t) = 0. (14)

Each consumer is now a price taker. His decisions have no influence on the price. The quantities
2 (t) are then determined by using together with the complementarity conditions @)—.

In [2] these games are shown to be similar to a class of games defined on transport or commu-
nication networks. In [4] the convergence of Nash equilibria to a traffic equilibrium called Wardrop
equilibrium was proven along very similar lines to those exposed in this section.

2.2.1 A formulation as a linear program

In order to represent the supply side, let us consider a problem with m facilities (indexed by k), n
demands or TOU blocks (indexed by #). The model is characterised by the following parametersﬂ

¢ Number of hours in demand block 6 : Hy,
o Cost per produced MWh by facility & : ¢,
o Capacity in MW of facility « : K.

Let 2.9 be the energy flowing from facility x during the time slot 6. If the timing of demands
of type j for consumer type ¢ were under direct control of the retailer, it would solve the following

linear programme:
minimise Z Z CrZrb (15)
{Z~07 ;(9}9 1 k=1

under the following constraints:

D zwe— Y i(0) > 0, (16)
k=1 i,

—2x9 = —KygHy, (17)

210 Z 0, (18

Z z(0) > B, (19)
0

ﬂ?; @) > x; [min](#), (20)

33; 0) < x; [max](0). (21)

These constraints correspond to the demand having to be met ., the capacity having to be kept
below its threshold (17) and the energy flows having to be positive . The dual variables for

equatlons . } and are respectively given by mg, 1}, (9) and 1/;(6’)

In this model, no monthly variations nor discount factor are considered, but these are straightforward to imple-
ment.




By applying the optimality conditions for a linear programme and if the variables x;(Q) are in
the optimal basis, meaning that their reduced costs must be zero, we get the following;:

Vi(0) — 1(0) — 1 + 7 = 0. (22)

This equation is to be compared with . The dual variable my corresponds to the marginal
production cost to satisfy demand. Therefore we conclude that and are identical. The
other duality conditions would lead to similar complementarity conditions. Henceforth, the solution
of the linear programme gives the optimal response of consumers to a marginal cost pricing.
Indeed the same result remains valid if one models the retailer over a long period with investment
activities, as is done in the ETEM-SG model, for example (see e.g. [0]). In this case the price of
electricity will be given by the long term marginal cost, which includes the investment cost.

3 ETEM-SG, an LTEP model with demand response and grid
storage

ETEM-SG is an extension of ETEM (Energy/Technology/Environment Model), a model which is
developed and maintained by ORDECSYS?I and which belongs to the MARKAL/TIMES family
of models. ETEM is implementing a linear programming approach. It has distinctive features
in its implementation of stochastic programming and robust optimization techniques to deal with
uncertainties. ETEM-SG takes into account the intermittency of electricity produced by renewables.
Any variation of the weather conditions modifies the supply of electricity and hence its implicit
price. The model represents a share of the demand for energy as flexible, i.e. a part of the forecast
consumption can be shifted across time. This load shifting is triggered by the variation of these
implicit prices. Pricing the electricity at its marginal cost of production sends the correct signal to
DR-ready actors, as it has been shown in section

A complete description of ETEM may be found in [6]. The global model structure is summarized
in by Figure

The three main inputs in the model are (i) a description of the current energy system, (ii) an
estimate of the evolution of the demands for services (such as heating, lighting, transport, etc.) and
of their dynamics and (iii) the catalogue of technologies that can satisfy these demands. Under the
assumption that the demands for services are inelastic, the model is then run as an optimization
problem whose objective is to find the energy system with the minimum total discounted cost
(including investments costs, operation and maintenance costs) over the horizon. The optimization
is subject to several constraints of various nature: (i) technical constraints relating outputs to
inputs for all technologies, (ii) technical constraints regarding the availability of technologies and
limits on their flexibility, (iii) constraints of satisfaction of useful demands, bounds on imports and
exports, emissions limits, etc.

3.1 Extending ETEM to Demand-Response

The time structure of ETEM is particularly important since the present study focuses on demands’
dynamics and on the way one can exploit their flexibility. The typical time horizon of long-term
energy planning models such as the ETEM model is of several decades. The horizon is divided

Zhttp://www.ordecsys.com/en/etem
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Figure 1: Workflow of the ETEM Model

in periods, typically 5-year long periods. The length of all periods need not be the same. Every
period is further subdivided into time-slices, which divide the year into seasons and the days into
representative sets of hours. In the case at hand, the following time structure has been adopted:

1. Horizon: 45 years (2005-2050),
2. Periods: 9 periods of 5 years, indexed by ¢,

3. Time-slices: 12 time-slices: S = (Winter, Summer, Intermediate) x (P1, M, P2, N) = WP1,
WM, WP2, WN, SP1, SM, SP2, SN, IP1, IM, IP2, IN, where Winter = {January, February,
March, October, November, December}, Summer = {June, July, August}, Intermediate =
{April, May, September}, P1 = [6h, ..., 13h[, M = [13h-18h[, P2 = [18h-23h[, N = [23h-6h],
indexed by s. Time-slices are illustrated by Fig.

The decision variables of the optimisation problem can be split in two categories: those de-
pending solely on the periods ¢t and those depending on both the periods ¢ and the time-slices s.
Investments are decided upon at each period ¢, so that the capacity is constant over the whole
period. The capacity during a period t is given by the sum of the base-year (2005) capacity and
the investments made during periods up to tﬂ The terms of the sum are weighted by a factor
describing how the capacity decreases over time due to the finiteness of its lifetime. On the other
hand, the way the capacities are operated (activities) depends both on the periods and time-slices.
For example, a combined-cycle gas turbine could have a capacity of 100 MW and an activity of
38.64 GWh during SP1, if we assume an average efficiency of 60%.

Period ~ t ~ Investments/Capacity Time-slice ~ s ~ Operations/Activity

The time-slices encode the dynamics of the energy system during a day. The demands for
services such as heating and transport are therefore specified for every period ¢ and then allocated

3For an investment made at period t* to contribute to the capacity of period ¢, the lifetime of the technology has
to be greater or equal to t — t*.
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Figure 2: ETEM - Time-slices

to the time-slices s through a parameter called frac_dem: frac_dem(D, ¢, s) is the share of demand
D allocated to time-slice s during period t. The frac_dem parameter thus obeys:

Zfrac_dem(D,t, s)=1 (23)
ses

In other words, the frac_dem parameter serves as a representation of the shape of the load curveﬂ

In order to allow the energy system to adapt to pricing signals, the frac_dem parameter has
to be promoted to a variable, VAR_frac_dem. Due to the way the frac_dem parameter enters the
equations of ETEM, we can promote it to a variable while staying in the realm of linear program-
ming. Of course, further constraints have to be enforced.

Additional constraint 1

Z VAR _frac_dem(D,t,s) = Z frac_dem(D,t,s) (24)
sES; sES;

where the S;’s are the seasons: Sp is winter, So summer and S3 intermediate. These constraints
ensure the entirety of the demand is met and forbid cross-seasonal load shifting.
Additional constraint 2
(1 — frac_dem dev(D,t, s))frac_dem(D, t,s) < VAR_frac_dem(D,t,s)
< (1 + frac_dem_dev(D, t, s))frac_dem(D, t,s)
(25)

where the frac_dem_dev(D,t, s) parameter quantifies the allowed deviation from the nominal value
denoted by frac_dem(D,t,s). This parameter can depend on ¢ since the share of the demand that

4 Additional safety factors ensuring peak demand is met can be introduced.



can be shifted may evolve due to the progressive penetration of smart technologies. In order to
estimate the parameter frac_dem dev(D,t,s), we proceed as follows. We first extract the value
of frac_dem(D,t,s) = frac_dem(D,?p,s) from load curves. One then identifies the share of the
demand that may be shifted across time and calibrate frac_dem dev(D, T, s). Finally, we assume
a learning curve dictates the evolution of frac_dem dev(D,t,s). Several methods can be used to
estimate the share of the demand that can be shifted. For example, a survey has been designed and
rolled out in the French-speaking part of Switzerland to find out what could be the acceptance of
demand response for residential electricity. The survey considered also the acceptance of using an
electric car as a mean for grid storage. For other flexible demands (heating, warm water heating,
some industrial processes), one can exploit estimates from the literature, see e.g. [7].

3.2 Dual use of Electric Vehicles

ETEM-SG can be used to evaluate the benefits of exploiting electric vehicles (EVs or PHEVSs) as
decentralized storage units. In a manner similar to DR, the underlying mechanism is based on
time-varying tariffs. EVs could thus strategically recharge their batteries during time-slices of high
energy production (i.e. low prices) and inject it back to the grid during time-slices of high demand
(i.e. high prices). In such schemes, known as V2G (vehicle to grid), batteries would not only store
energy to deliver a transport service but also to provide balancing services.

In ETEM-SG, the V2G option is implemented by allowing EVs’ batteries to produce both
regular electricity to be used for transport and electricity aiming at being injected back in the
network. Figure |3|sketches the modelling of V2G. The electricity for storage (ELS) coming out the
battery BAT during time-slice s is only allowed to enter BAE during later time-slice

Electricity —— | BAEF | ———— ELB

‘ Storage
Loop

ELS

EV | «— Bt «—— | BAT

l Electricity
2
Transport (V26)
Demand

Figure 3: Schematic modelling of the V2G option in ETEM

Note that the number of batteries (i.e. technologies BAE and BAT) is constrained to be pro-
portional to the number of EVs. The factor of proportionality is based on an average capacity of

®More in general, the ELS coming out the battery BAT during time-slice s is allowed to enter BAE in a set of
time-slices called Successors[ELS,s]. Different energy storage technologies are characterised by different sets of
Successors.



50 kWh per vehicle and is weighted by the acceptability of decentralised storage in EVs emerging
from a survey we rolled out, see Section [3.4.1]

When studying the effect of V2G on the penetration of renewables we have assumed that direct
injection of decentralised power production by renewables is limited. This constraint is implemented
to mimic the power flow limitations imposed by electro-technical equipment such as transformers
and distribution networks. One way to relieve the pressure imposed by decentralized production is
to deploy distributed storage.

3.3 Defining Stochastic Weather Scenarios

The amount of investment in a given technology depends on several factors, among which one finds
the availability factor of the technology. In this study, the availability factor of a given technology
during time-slice s is defined as the proportion of s during which the technology can generate at
peak power. For example, the average availability of nuclear power plants in Switzerland during
the last 10 years did vary between 78.3% and 93.7% [§]. In order to correctly model the option
value of solar and wind technologies, a stochastic treatment of their availability is necessary. The
stochasticity is introduced in ETEM by letting the operations variable depend on random weather
scenario, while keeping the investment variables independent of the weather scenario. Assuming m
scenarios are equally likely, the optimization problem take the following schematic form:

minimise investment_costs + 1/m sum(weather in Scenarios) operations_costs(weather)

subject to:
activity(weather) <= capacity, for all weather in Scenarios

The stochastic treatment of weather uncertainty (i) allows decision-makers to make robust
decisions based on the performance of investments under contrasted weather scenarios, (ii) exhibits
how the flexibility of the energy system (demand-response and storage) is used to adapt to weather
conditiondf|

3.4 DR & V2G Calibration

In ETEM-SG one has to calibrate new parameters related to DR or V2G. First, one needs to
tell ETEM how flexible the demand is through the new frac_dem_ dev(D,t,s) parameter. Then
storage has to be calibrated too, in particular by fixing the capacity of BAT per unit of electric
vehicles capacity. Both these calibrations finally have to be weighted by a social acceptance factor
to describe the willingness of the public to participate to such schemes.

3.4.1 Social Acceptance

Exploiting the energy system’s flexibility crucially depends on the social acceptability of demand-
response mechanisms and of decentralized storage in electric vehicles. To understand the drivers of
the attractiveness of DR and storage in EVs, a survey has been made on a sample of 1041 people
representative of population living in the French-speaking part of Switzerland. A similar survey is

5The variable VAR_frac_dem(D,, s) is of course allowed to depend on the weather scenario: VAR_frac_dem(D,t, s;
weather)
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planned for the Doha region. The aim of the survey is to understand which behaviur towards DR
and storage in EVs people would adopt given that they (a) own DR-ready devices, (b) own an EV
and (c) live in 2030. The main findings for the the French-speaking part of Switzerland are:

1. The attractiveness of DR schemes is relatively independent of its precise implementation
characteristics, i.e. it exhibits a very low sensitivity to the studied parameters (the type of
appliance, the control method, the importance of the time shift, and the financial incentive).

2. If provided with DR-ready devices, around 80% of the sample would participate in DR
schemes, even if the incentives are very modest.

3. The attractiveness of storage in EVs schemes is also relatively independent of its precise
implementation characteristics, i.e. it exhibits a very low sensitivity to the studied parameters
(battery ownership, guaranteed range, duration of service, financial incentive).

4. If provided with an EV, around 84% of the sample would participate in decentralised storage
schemes, even if the incentives are very modest.

3.4.2 DR Calibration

Once the social acceptance weight determined, it remains only to estimate the parameter called
frac_dem dev(D,t,s). Let us exemplify the procedure by considering residential electricity. First
the frac_dem(D, to, s) is measured on a disaggregated load curve such as the one given in Fig. 4l To
do so, we digitize the load curve with a 15 minute resolution and assign the load for each time-step
to the correct time-slice s. Then, we normalize the result so that equation (23] is satisfied.
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Figure 4: Prototypical disaggregated load curve used to calibrate DR

The next step is to identify which of the loads could be shifted. In our case, we considered
dishwashers, washing machines, dryers, fridges and freezers to be flexible. From the digitised load
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curve, we know exactly the contribution of each of the considered appliances to the load curve
frac_dem(D,tp,s). To take care of load shifting within a time-slice, we divide the contribution
of a given appliance by the number of times the maximum duration it can be shifted fits in the
time-slice s.

From there, we know what is the fraction of the load curve frac_dem(D, to, s) that can be shifted
across time. In order to compute the frac dem dev(D,t,s) we multiply the previous result by the
social acceptance factor. In the case at hand, as discussed in Section this factor is 0.8 for
the year 2030 and onwards. Between 2015 and 2030 we assume a learning curve taking the form
of a sigmoid function dictates the evolution of the social acceptance factor. This completes the
procedure for DR calibration]'}

3.4.3 V2G Calibration

To calibrate storage, we need to specify the storage process and characteristics of the storage device.
The storage process is illustrated by Fig. The only thing left to specify about the process is
the set of time-slices allowed to receive energy stored at a given time-slice s. In the case of V2G,
we have forbidden cross-seasonal storage. For example, the set of time-slices allowed to receive
energy stored during summer nights (SN) are SM, SP1 and SP2. Once the process is accurately
described, it only remains to relate the capacity of the battery with the number of electric cars.
The capacity of transport is expressed in thousands of vehicle-kilometre per day, while the capacity
of a technology is measured in GW. In Switzerland, a vehicle on average covers a distance of 32.8
kilometres per day [9]. One unit of capacity is therefore equivalent to a fleet of around 30.5 vehicles.
If one assumes each EV is provided with a 50 kWh battery on average, the storage capacity of one
unit of EVs is 1525 kWh. To translate this into a maximum power that can be injected into
batteries, it is sufficient to divide by the number of hours per day in each time slice. Let us for
example consider SM, whose daily duration is 5 hours. In order not to overshoot the capacity of
the battery (1525 kWh), the maximal power should be less than 305 kW per unit of EV capacity.
A ratio of 3-107* thus relates the capacity of the batteries to the one of electric vehicles. Finally
a social acceptance factor taking the form of a sigmoid function reaching a maximum of 0.84 (see
Section multiplies this figure.

4 Application to the Arc Lémanique region

4.1 The Arc Lémanique data

In order to identify the potential role demand-response and storage in electric vehicles could play in
the energy transition, we illustrate it on the Arc Lémanique region (Cantons of Vaud and of Geneva),
which was home to 1.22M inhabitants in 2013. The model considered in the following is based on
the ETEM model that has been developed during the RITES project [6], which was supported by
the Swiss Federal Office of Energy. The total energy consumption of the Arc Lémanique in 2010
was 114.3 PJ (VD: 73.3 PJ [10], GH} 41.0 PJ [II]). The overall 2010 CO; emissions amounted to
5.48 Mt (VD: 3.49 Mt [12], GE: 1.99 Mt [I1]). Note that the region is a net importer of electricity, as

"Note that we have assumed the allowed deviation from frac_dem(D,t,s) to be symmetrical (see equation )
Asymmetries could be introduced in a straightforward way.

8This figure does not include neither CERN’s electricity consumption nor the fuel consumption of Geneva Inter-
national Airport.

12



exemplified by the 2010 data (VD: ~ 3.3 TWh [10], GE: 2.2 TWh [13]). The potential for renewables
in the Arc Lémanique region used in this illustration is established in the RITES project [6] under
quite conservative assumptions.

4.1.1 The Arc Lémanique Region and the Swiss Energy Strategy 2050

The Neue Energiepolitik (NEP) scenario of the Swiss Energy Strategy 2050 [16] is used in this
Chapter to demonstrate the systemic effects of demand-response and decentralised storage and
thereby to illustrate how models such as ETEM can be used to design and assess the effectiveness
of energy/climate policies.

In particular, in the NEP scenario, the emissions of greenhouse gases are caped at a level of 1.5
tons of CO9-eq per person in 2050. Since the population is expected to attain 1.37M people in the
Arc Lémanique region by 2050 (‘mittleres’ Szenario A-00-2010), the total 2050 emissions should
not exceed 2.1 Mt COqo-eq.

In the NEP scenario, the 2050 energy demand is expected to be 46% lower than the 2010 demand
[16]. However, since the ETEM model is phrased in terms of demand for services, e.g. a number
of square metres to heat at a given temperature, the level of the demands will not follow the same
downward trend as the energy demand of the NEP scenario, but rather increase proportionally to
some indicators (e.g. GDP evolution, population growth). Note that the parameter driving the
energy demand for heating in the housing sector also takes into account effects such as the increasing
number of square metres per person and the decreasing number of people per house/apartment. In
order to satisfy the final energy demand constraint of the NEP scenario, virtual technologies that
for example mimic thermal insulation or refurbishment of buildings are introduced.

The energy reduction effort is spread amongst sectors as indicated in Table |1} see Table 5-10 of
[16]:

Sector A (2050 vs 2010)
Heating 64.2%
Warm water 15.5%
Industrial heat 43.4%
Lighting 57.1%
HVAC -71.0%
ICT 18.4%
Industry 20.0%
Transport 53.7%
Others -28.8%
Overall 46.4%

Table 1: Energy consumption effort allocated to sectors

4.1.2 Exogenous Parameters

Import prices and techno-economic parameters for each of the technologies in the ETEM catalogue
are exogenous parameters. Import prices and their foreseen evolution are mostly based on IEA
data [17, 18]. ORDECSYS has created and maintains a database of techno-economic parameters
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for each of the technologies entering the modelling effort. These parameters include the investment
cost per unit of capacity, the operations costs per unit of activity, the maintenance costs per unit
of capacity, the lifetime, the efficiency, the availability and the greenhouse gases emissions per unit
of activity. See [6] for an overview of the database used in this project. Note that a similar effort
undertaken by the IEA-ETSAP group has resulted in a publicly available database [19].

4.2 Numerical results

In this section, we illustrate the model used by exhibiting some of the results related to demand-
response and to storage in electric vehicles (V2G). These mechanisms have system-wide impacts,
among which (i) penetration of EVs, (ii) penetration of renewables, (iii) modification of the electric
load curve, (iv) modification of the CO5 abatement effort distribution.

4.2.1 Scenario Definition

The scenarios that will be considered in this section are given in Table

Scenario 1 NEP Reference scenario

Scenario 2 NEP — CO, Reference without COs constraint
Scenario 3 NEP + DR Reference with Demand-Response
Scenario 4 NEP + V2G Reference with V2G

Scenario 5 NEP + DR + V2G  Reference with Demand-Response and V2G

Table 2: Definition of scenarios

where the Reference case is the one described in the NEP scenario. Thanks to the structure of
the ETEM model, adding and removing constraints is effortless. In the case at hand, the problem
consists of around 200k variables and 240k constraints, and is solved by MOSEK in around a minute
on a 4 CPU machine.

4.2.2 Penetration of EVs

As a first example, let us consider the penetration of electric vehicles. It can clearly be seen on Fig.
that, from a systems point of view, it is the CO4 emissions’ cap that encourages the adoption of
EVs. In the unconstrained scenario (NEP — COz), the emissions remain at the current level. In the
NEP scenario, EVs first appear in 2030. Their appearance is delayed in the case DR mechanisms
are at work. Indeed, when DR is available it can be used to help achieving the supply-demand
balance. Only when this potential is exhausted the electric vehicles become attractive due to their
dual use as decentralised storage units.

When one allows EVs not only to store energy to provide transport services but also to inject
power back to the grid (V2G), EVs can facilitate the penetration of renewables even more. One
can see by comparing the scenarios NEP + V2G and NEP + DR + V2G on Fig. [5| that the model
indeed exploits this potential. Here again, allowing DR mechanisms delays the appearance of EVs
on the market.
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Figure 5: Penetration of EVs

4.2.3 Penetration of Renewables

As anticipated above, the penetration rates of EVs and of renewables are tightly bound together.
Indeed, since we have assumed limits on decentralised direct injection, which are motivated by
technical constraints, investments in decentralised storage have to be made in order to foster the
integration of renewables. In the case at hand, it is EVs that provide this service. The penetration
of PV and wind turbines are shown on Fig. [6] In the NEP scenario, wind turbines reach their
maximum capacity in 2035, time at which PV begin to penetrate more substantially. This phe-
nomenon may be understood as emerging from the ”financial competition” PV and wind turbines
fight to use EVs’ batteries. The benefits of using EVs’ batteries are larger for wind technologies
than for PV since the overlap between the wind production pattern and the demand is much worse
than the one between solar irradiation and the demand.

— NEP+ DR +V26 NEP+ DR + V26

2005 2010 2015 2020 2025 2030 2035 2040 2085 2050 2005 2010 2015 2020 2025 2030 2035 2040 2085

(a) Photovoltaics (b) Wind turbines

Figure 6: Penetration of intermittent renewables

Demand-response again change the picture considerably. Since such mechanisms result in a
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more intensive use of existing assets (through a flattening of the load charge due to a quest for
a minimisation of the marginal price of electricity), renewables are not competitive enough to
substantially raise their penetration before 2040. At this point, the CO5 emissions cap becomes
tight enough to force the penetration of renewables.

On the other hand, V2G technologies have an interesting impact on the penetration of wind
turbines. Since with V2G, EVs’ batteries can be used not only to store energy to provide transport
services at later times but also to inject power back to the grid, both EVs and wind turbines
substantially penetrate as can be seen from Figures |5( and In this case too, wind turbines are
more attractive than photovoltaics since the latter have a greater overlap with the demand. Wind
turbines thus make EVs profitable through their dual use as decentralised batteries.

4.2.4 Electricity Imports

Electricity imports are important in the Arc Lémanique region. As stated in Section 77, both the
Canton of Vaud and the Canton of Geneva are net importers of electricity. In most scenarios the
electricity imports are first decreasing as a consequence of the reduction of energy use in the NEP
scenario. At later times, the CO4 constraint is becoming harder to satisfy and thus importsﬂ raise,
in particular to satisfy the electricity demand from EVs.

24
2

@m==NEP - CO2
NEP + DR
em=sNEP +V2G

NEP + DR +V2G

2010 2015 2020 2025 2030 2035 2040 2045 2050
Figure 7: Electricity imports in PJ

Since exploiting the flexibility of the demand wvia demand-response strategies can be translated
into a more intensive use of generation plants (less peaking plants are required), DR results in a
decrease of electricity imports. V2G, on the other hand, tends to increase the imports. Indeed,
in such schemes, EVs are interested in buying electricity during low prices periods and then in
selling it during high prices ones (arbitrage). When both DR and V2G are active, imports remain
approximately constant until 2030 and then raise to help satisfying the CO4 constraint.

9Tmports are considered as being carbon-free in this modelling exercise. Mimicking a carbon tax on imported
electricity would be of no difficulty.
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4.2.5 CO35; Abatement Effort

As previously mentioned, the NEP scenario of the SES2050 aims at reducing GHG emissions to at
least 1.5 tons of COs-eq per capita by 2050. Without any constraint, the techno-economic optimum
would to continue emitting GHG at today’s level on the whole horizon.

5

N \<\
* \

3.5

3 —NEP

@m==NEP - CO2

25 NEP + DR

em=mNEP +V2G

NEP + DR +V2G
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Figure 8: CO3z-eq emissions

The trajectories to attain the objective of 2.1 Mt of COs-eq by 2050 do not differ much. We
can however notice that both DR and V2G are acting as facilitators between 2015 and 2030. More
interesting effects can be seen from the distribution of the effort amongst the different sectors, as
exhibited by Fig. [9]

By comparing Figures and one can clearly witness the influence of introducing DR
mechanisms in the residential sector. Residential emissions almost decrease by a factor of 2 thanks
to DR. One can further note that decentralised storage results in less emissions in the energy sector.
This is mainly due to the more efficient integration of renewables made possible by the exploitation
of V2G strategies.

4.2.6 Effect of DR on the Load Curve

One of the main targets of DR mechanisms is to exploit the inherent flexibility of the demand
in such a way as to facilitate the balancing of supply and demand. The way flexibility is used
should therefore depend on local conditions (availability of renewables, electricity pricing scheme,
demand elasticity, etc.) and thus change every day. However, due to the time structure of long-term
planning models such as ETEM in which each time-slice s is a representative of several occurrences
(WN is representing all winter nights), the dynamic adaptation of flexible loads to local conditions
cannot be precisely grasped. ETEM can nevertheless seize opportunities emerging from demand
flexibility to adapt its load curve, which thus has the same profile for all winter nights. In order to
overcome these limitations, a chronological optimisation-based simulation model would have to be
used. Fig. [10|shows how the 2050 load curve changes when DR is allowed, using the representation
introduced in Fig.
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Figure 9: Distribution of CO2 abatement effort amongst sectors

(a) NEP (b) NEP + DR (c) NEP 4 DR + V2G
Figure 10: Load curve modification due to DR in 2050

Our analyses show that the modification of the residential electricity load curve (e.g. going from
Fig. |10(a)| to Fig. [10(b)) results in a flattening of the total electricity load curve, as one would
expect.

4.3 Stochastic Analysis

The aim of the stochastic analysis is to demonstrate how investment decisions are taken when
uncertainties are present. In the following we focus our investigation on the penetration of EVs,
the penetration of renewables and the adaptation of the demand pattern to weather conditions
via DR mechanisms. The stochastic analysis follows the principle introduced in Section 1.€.
three weather scenarios (which uniquely determine the quantity of electricity produced per unit of
capacity of photovoltaics and of wind turbines during each of the time-slices s € S) are constructed
from EEX PV and wind turbines production statistics for the years 2011 to 2013 [20]. The resulting
availability factors are shown on Fig. Investment decisions are independent of the weather
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scenarios whereas the way assets are operated is allowed to depend on the weather scenario.
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Figure 11: Availability factors for the three weather scenarios

4.3.1 Penetration of EVs

In Fig. we compare investment decisions when the model is run in a deterministic mode (mean
of the 2011, 2012 and 2013 weather scenarios) with the investment decisions emerging from the
stochastic analysis. The two illustrations respectively correspond to the NEP 4+ DR and the NEP
+ DR + V2G scenarios. In this illustration, we can clearly notice that EVs penetrate at a lower
rate due the uncertain environment. At the end of the horizon, the penetration of EVs is growing
fast in order to meet the cap on COs emissions.
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(a) NEP + DR (b) NEP + DR + V2G

Figure 12: Uncertainties tend to delay the penetration of EVs

4.3.2 Penetration of Renewables

In the NEP + DR + V2G the penetration of renewables remains the same as in the deterministic
setting even if the environment is uncertain. This fact is caused by the additional attractiveness
gained by renewables when V2G is available. Even if the environment is uncertain, the systemic
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benefit are such that investment decisions remain unchanged. However in the NEP 4+ DR sce-
nario, the picture changes as indicated by Fig. The uncertainties in the availability of wind
turbines make them less attractive than in a deterministic setting. In contrast, the penetration
of photovoltaics is almost unchanged since the overlap between the production and the demand is
important, even if it is uncertain.

025

=——Hlean

Stochastic

2005 2010 2015 2020 2025 2030 2035 2040

(a) Photovoltaics (b) Wind turbines

Figure 13: Uncertainties tend to delay the penetration of renewables in the NEP 4+ DR scenario

4.3.3 Dynamic Adjustment of the Demand

The aim of the stochastic modelling is to find a set of investment decisions that can cope with all
the considered weather scenarios. By comparing the activities of the technologies for each of the
three weather scenarios presented in Fig. one can check whether the system fully exploits its
flexibility.

The different colour levels on Fig. correspond to different technologies. One can first no-
tice that thanks to well-engineered constraints the share of any given technology remains almost
constant across time-slices. This is the behaviour one expects for distributed technologies such
as those satisfying heating demand. The triangles and dashes respectively indicate the lower and
upper bounds of the heating load curve. One can in particular notice that the flexibility available
during night-time is always exploited at its maximum in all three weather scenarios.
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Figure 14: Adjustment of the heating load curve in the NEP + DR + V2G scenario

5 SESCOM: a Modeling approach for smart energy and technol-
ogy choices in smart cities

Several methodological improvements could be brought to refine the analyses of the potential role
of smart technologies in regional energy systems: (i) One may consider the fact that the electricity
prices are not equal at each node of the electricity grid due to local congestion issues. The locational
marginal prices would therefore constitute an even better price signal to mobilise the demand
flexibility. (ii) An optimization-based simulation tool with chronological time-slices would allow
to better study the dynamical adaptation of the demand to weather conditions. In particular this
tool could validate the investments decisions of ETEM by simulating the yearly operations with
an hourly time-step. (iii) A model interconnecting several regional ETEM-SG sub-models would
allow for a better assessment of the role demand response and grid energy storage could play in a
country energy transition.

These developments are part of the goal of SESCOM - Smart Energy for Smart City Operational
Model - a model for the long term market allocation of sustainable and smart technology in urban
sustainable development. The model is designed as a support tool for the analysis of energy
transition strategies for countries or regions where smart cities are developing.
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5.1 SESCOM overall structure

In Fig. [15| the structure of SESCOM is summarized. The model encompasses one or several urban
regions and some elements of the energy transport and transmission system, in particular for
natural gas and electricity. The model will represent the main constraints in energy transport and
distribution, with an adequate spatial granularity.
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Figure 15: SESCOM structure

The model has two time scales: In the long term time scale (time horizon of 50 years with 1 to 5
year periods) it has the structure of a capacity expansion model. In the short term time scale (time
horizon of one year, with fractions of day periods), it has the structure of a production-storage-
distribution model on a power grid. A set of socio economic indicators are used as drivers of the
growth of demand for different types of services.

The coordination of the many agents involved in the day-to-day functioning of the smart energy
system is performed through market based mechanisms, with marginal cost pricing. The long term
and short term models are linked in two ways: (i) the short term model will inherit the installed
capacities in various technologies, as decided in the long term model; (ii) the long term model will
obtain from the short term model a calibration of the demand response and grid storage capacities
offered in the smart energy system.
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5.2 Life styles and infrastructure investments influence useful demands and
technology options

At the highest level in the model we represent the influence of new life styles on smart city de-
velopment and the options to invest in new infrastructures. This could be e.g. the adoption of
new designs for buildings, the development of new public transport networks, the dissemination of
smart meters, etc. By anticipating life style changes and identifying possible initiatives concerning
the development of new infrastructure one could relate an ensemble of discrete policy choices with
scenarios of evolution of useful energy demands, i.e. demands for different categories of energy ser-
vices. The list of services, for which some form of energy should be supplied through appropriate
use of demand devices, includes in particular

The evolution of demand for these services will be driven by some indicators related to demog-
raphy, economic growth, urbanism, changes in life-habits, speed of dissemination of the information
and communication technologies. At this level, the model is a decision tree, as shown in Fig.

LS/I

Figure 16: The Life Style / Infrastructure choice and scenario tree

where initial branches, labelled w1, ...,w,, correspond to initial choices of life styles and major in-
frastructure investments. Each branch leads then to an event-tree describing the possible (random)
evolution of useful demands, the international price of energy forms, the environmental constraints,
the availability and efficiency of new technologies, etc.

6 Conclusion

In this paper, we have presented an innovative methodological framework for assessing the potential
benefits of developing demand-response (DR) mechanisms and of exploiting electric vehicles as de-
centralised storage units (V2G) in the context of energy transition policies. Both these mechanisms
are taking advantage of the price sensitivity of the demand. It is indeed well recognized that part of
the demand is flexible, in the sense that the precise moment at which it is satisfied is not important
to the end-user. We have shown how demand response (DR) induced by adaptive pricing could be
represented in a linear program. This insight has been used to an enhance the long-term energy
planning model ETEM-SG to include DR and V2G mechanisms.

Improvements in ETEM
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e The integration of demand-response in ETEM, which allows the demand-side to dynamically
adapt to the status of the electricity sector through price signals (marginal cost pricing).

e The description of V2G mechanisms, i.e. the dual use of electric vehicles through which
EVs’ batteries not only produce regular electricity used to satisfy transport services but also
electricity aiming at being injected back into the electricity grid.

e The stochastic treatment of weather conditions to help practitioners in their decision-making
process.

Survey Thanks to a survey we have designed with the help of the project’s stakeholders, we
have been able to measure the social attractiveness of DR and V2G mechanisms. It turns out
a clear majority of the sample would engage in such schemes even if the financial incentives are
very modest. This can be interpreted as the willingness of the population to accept behavioral
adaptations may be necessary to successfully achieve the transition towards a more sustainable
energy sector. This can be linked with the French initiative EcoWatt in which the end-users are
asked to diminish their consumption during critical periods without any financial benefits (but
avoiding a blackout).

Main findings A case study on the Arc Lémanique region has been implemented in order to
identify the potential role DR and V2G could play in the energy transition. Different scenarios
have been considered, each one being a modulation of the ” Neue Energiepolitik” scenario engineered
by Swiss Federal Office of Energy in the Swiss Energy Strategy 2050 [16]. The main findings are:

1. Demand-response tends to decrease the attractiveness of electric vehicles since the latter have
fewer opportunities to arbitrage between periods of high prices and periods of low prices.

2. Demand-response tends to decrease the attractiveness of intermittent renewables. Since ex-
ploiting DR translates into a flattening of the load curve and thereby into a more intensive
use of assets, fewer investments in generating capacities are needed. Intermittent renewables
are particularly exposed because of their intermittent production patterns, which cannot fully
be absorbed by the flexibility considered within this study.

3. Decentralized storage in electric vehicles tends to increase the attractiveness of renewables,
in particular of wind turbines. Indeed, coupling electric vehicles with wind turbines has a
greater systemic benefit than coupling them with solar panels due to the respective overlaps
of solar and wind production with the demand.

4. The stochastic analysis reveals that investments in renewables and electric cars tend to be
more beneficial if delayed compared to the deterministic setting. However, this comes at the
price of a dramatic increase of both renewables and electric vehicles in the 2040s to satisfy
the emissions reduction objective.

References

[1] R. Loulou and M. Labriet. ETSAP-TTAM: the times integrated assessment model part i:
Model structure. Computational Management Science, 5(1):7-40, 2008.

24



2]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]
[18]

T.Agarwal and S.Cui. Noncooperative games for autonomous consumer load balancing over
smart grid. In Game Theory for Networks. Third International ICST Conference, GameNets
2012, Vancouver, BC, Canada, May 24-26, 2012, Revised Selected Papers, volume 105 of Lec-
ture Notes of the Institute for Computer Sciences, Social Informatics and Telecommunications
Engineering, pages 163-175. Springer Berlin Heidelberg, 2012.

J.B. Rosen. Existence and uniqueness of equilibrium points for concave n-person games.
Econometrica, 33(3):520-534., 1965.

A. Haurie and P. Marcotte. On the relationship between Nash-Cournot and Wardrop equilibria.
Networks, 15(3):295-308, 1985.

F. Babonneau, A. Haurie, G. J. Tarel, and J. Thénié. Assessing the future of renewable and
smart grid technologies in regional energy systems. Swiss Journal of Economics and Statistics,
148(2):229-273, 2012.

ORDECSYS. Réseaux intelligents de transport/transmission de I’électricité en Suisse. Bun-
desamt fiir Energie, 2013.

Verband Schweizerischer Elektrizitatsunternehmen. Nachfrageflexibilisierung: Steuerung des
Stromverbrauchs. 2012.

Swiss Federal Office of Energy. Schweizerische Elektrizitatsstatistik 2013.

Bundesamt fiir Statistik. Mobilitat in der Schweiz Ergebnisse des Mikrozensus Mobilitdt und
Verkehr 2010. 2012.

Statistique Vaud, Département des finances et des relations extérieures, Canton de Vaud. La
consommation finale d’énergie dans le canton de Vaud en 2010. 2012.

Services Industriels de Geneve, Office cantonal de la statistique, Canton de Geneve. Bilan des
livraisons d’énergie aux consommateurs finals. 2014.

Service de l'environnement et de ’énergie (SEVEN), Canton de Vaud. Emissions de COa.
2012.

Services Industriels de Geneve, Office cantonal de la statistique, Canton de Geneve. Production
et approvisionnement en électricité du réseau genevois. 2014.

Service de l’environnement et de 1’énergie (SEVEN), Canton de Vaud. Conception Cantonale
de 'Energie. 2011.

NET Nowak Energie & Technologie SA pour le Service Cantonal de I'Energie, Canton de
Geneve. Le Potentiel Solaire dans le Canton de Geneve. 2004.

Bundesamt fiir Energie. Die Energieperspektiven fiir die Schweiz bis 2050, Energienachfrage
und Elektrizitatsangebot in der Schweiz 2000 — 2050. 2012.

International Energy Agency. Energy Prices and Taxes, Quarterly Statistics. 2011.

International Energy Agency. World Energy Outlook. 2012.

25



[19] IEA-ETSAP. E-TechDS Database, http://www.iea-etsap.org/Energy_Technologies/Energy_Technology.asp.

[20] EEX Transparency Platform. http://www.transparency.eex.com/.

26



	Introduction
	The simple economics of demand flexibility
	A noncooperative game model
	A competitive equilibrium model
	A formulation as a linear program


	ETEM-SG, an LTEP model with demand response and grid storage
	Extending ETEM to Demand-Response
	Dual use of Electric Vehicles
	Defining Stochastic Weather Scenarios
	DR & V2G Calibration
	Social Acceptance
	DR Calibration
	V2G Calibration


	Application to the Arc Lémanique region
	The Arc Lémanique data
	The Arc Lémanique Region and the Swiss Energy Strategy 2050
	Exogenous Parameters

	Numerical results
	Scenario Definition
	Penetration of EVs
	Penetration of Renewables
	Electricity Imports
	CO2 Abatement Effort
	Effect of DR on the Load Curve

	Stochastic Analysis
	Penetration of EVs
	Penetration of Renewables
	Dynamic Adjustment of the Demand


	SESCOM: a Modeling approach for smart energy and technology choices in smart cities
	SESCOM overall structure
	Life styles and infrastructure investments influence useful demands and technology options

	Conclusion

